Automatic Tracking and Motility Analysis of Human Sperm in Time-Lapse Images

Leonardo F. Urbano, Puneet Masson*, Matthew VerMilyea†, and Moshe Kam‡

Abstract—We present a fully automated multi-sperm tracking algorithm. It has the demonstrated capability to detect and track simultaneously hundreds of sperm cells in recorded videos while accurately measuring motility parameters over time and with minimal operator intervention. Algorithms of this kind may help in associating dynamic swimming parameters of human sperm cells with fertility and fertilization rates. Specifically, we offer an image processing method, based on radar tracking algorithms, that detects and tracks automatically the swimming paths of human sperm cells in timelapse microscopy image sequences of the kind that is analyzed by fertility clinics. Adapting the well-known joint probabilistic data association filter (JPDAF), we automatically tracked hundreds of human sperm simultaneously and measured their dynamic swimming parameters over time. Unlike existing CASA instruments, our algorithm has the capability to track sperm swimming in close proximity to each other and during apparent cell-to-cell collisions. Collecting continuously parameters for each sperm tracked without sample dilution (currently impossible using standard CASA systems) provides an opportunity to compare such data with standard fertility rates. The use of our algorithm thus has the potential to free the clinician from having to rely on elaborate motility measurements obtained manually by technicians, speed up semen processing, and provide medical practitioners and researchers with more useful data than are currently available.
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I. INTRODUCTION

HUMAN sperm motility is of great interest to biologists studying sperm function and to medical practitioners evaluating and treating male infertility [1]–[3]. Approximately one in six couples in the United States has fertility problems [4], and many of them seek diagnostic semen analysis to help assess the cause. Common parameters evaluated during a typical semen analysis include sperm concentration, total sperm number, percentage of motile sperm, percentage of sperm exhibiting forward progression, and percentage of sperm having normal morphology. Animal sperm are also routinely examined and studied by theriogenologists and agriculturalists engaged in industrial animal husbandry.

Today, the prevailing method for analyzing sperm at fertility clinics and research laboratories is laborious and subjective [5]. Typically, technicians use microscopes to count sperm cells manually and to appraise the quality of sperm movement visually in accordance with elaborate standard protocols [6]. In some clinics, more objective computer-assisted semen analysis (CASA) instruments are used to trace the swimming paths of sperm automatically in time-lapse microscopy image sequences [7]. Using digital image processing algorithms, these instruments “connect-the-dots” (i.e., connect the coordinates of detected sperm cells) between video frames, enabling rapid automatic quantification of sperm motility parameters for hundreds of cells at a time.

The exact importance of parameters commonly measured by CASA is not yet known, and the relationship between sperm swimming patterns and fertility remains an open biological question. Progress in this area requires collection and analysis of sperm motility parameters over time and on a large scale. Such data are not currently provided by today’s CASA instrumentation.

A. Problem statement

It is widely recognized that the image processing and sperm tracking capabilities of today’s CASA instruments can be enhanced [1], [8]–[10]. In particular, most CASA instruments cannot reconstruct reliably the paths of two or more sperm swimming in close proximity or whose paths intersect. This shortcoming requires substantial user invention and tuning. Often, the trajectories of a significant number of sperm involved in cell-to-cell collisions and near-misses are excluded from analysis by CASA algorithms. Since higher velocity sperm are more likely to be involved in apparent collisions, their exclusion tends to bias motility measurements toward slower sperm. To reduce the probability of cell collisions, samples are often diluted (typically to less than $20 \times 10^6$ sperm/mL) or analysis is limited to short video clips (typically less than 1–2 sec). Finally, CASA motility analysis can vary significantly when different system settings are used [11], [12], making it difficult to compare results obtained with the same instrument in different studies. These difficulties, combined with the prohibitively high cost of acquiring and maintaining a CASA instrument, have often outweighed the benefits of automation.

Robust multi-target tracking algorithms, developed originally for radar applications and video processing, have addressed similar challenges successfully in other domains [13],
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and could potentially help improve CASA. Over the years, interest in applying such algorithms to track viruses, bacteria, stem cells, sub-cellular organelles and other biological particles has increased [14]. In this paper, we discuss the adaptation and application of such methods to multi-sperm tracking and motility analysis.

B. Main contribution – multi-sperm ensemble tracking

We have developed a fully automated, robust, multi-sperm tracking algorithm. It has the demonstrated capability to detect and track simultaneously hundreds of sperm cells in recorded videos while accurately measuring motility parameters over time and with minimal operator intervention. Sperm measurement-to-track association conflicts occurring during real and apparent cell-to-cell collisions were reconciled by adapting and applying the joint probabilistic data association filter (JPDAF) [15], representing a mature technology employed in air traffic control systems. This approach uses independent Kalman filters to estimate the position and velocity of each sperm tracked, and enables accurate tracking of sperm in undiluted specimens over periods significantly longer than 1 sec (typically 15 – 45 sec at 200× magnification).

Using the swimming paths reconstructed by our algorithm, we calculated values of eight important sperm motility parameters: straight-line velocity (VSL), curvilinear velocity (VCL), average path velocity (VAP), linearity of forward progression (LIN), curvilinear path wobble (WOB), average path straightness (STR), amplitude of lateral head displacement (ALH), and mean angular displacement (MAD). Unlike most CASA instruments which measure motility parameters only once per sperm, our algorithm continually measured all parameters along the entirety of each reconstructed sperm trajectory, revealing interesting temporal changes in individual sperm motility not evident in population statistics. The biological significance of the observed swimming pattern transitions is yet unknown, but our approach provides the opportunity to study them at low cost, using thousands of data points.

C. Previous work

Katz and Davis pioneered automatic sperm tracking in the mid-1980s [16]. Although commercial CASA instruments often use proprietary tracking algorithms, it is evident that most are still broadly based on the original technique [7]. Specifically, a user-selected gray level threshold is globally applied to all video frames to identify pixels belonging to sperm, and the centroids of the resulting segmented blobs are taken as measured sperm positions. To track sperm, a circular measurement validation region (or “gate”) centered at each measurement in one frame is used to select a path-continuing measurement from the next frame. The user chooses the gate radius (typically in proportion to the maximum expected sperm head displacement between any two video frames) which is applied globally across all frames and all tracks. This method works well for tracking a small number of well-separated targets in the absence of clutter, but its effectiveness rapidly degrades if targets become closely spaced and their overlapping validation gates contain multiple conflicting measurements.

In these cases, CASA instruments often exclude the affected tracks from analysis or attempt to continue the track by selecting the nearest-neighbor (NN) measurement. Beresford-Smith and Van Helden [17] first applied radar tracking algorithms to sperm tracking by adapting the probabilistic data association filter (PDAF) to track a single sperm in clutter, but reported no experimental data. Recent ad-hoc methods for tracking single sperm through collisions in low-density samples were reported by Shi et al. [18], and Liu et al. [19]. In [20], Tomlinson et al. described a CASA system based on multi-target tracking algorithms that can track multiple sperm and grade their motility using 1-sec video clips. However, the problem of tracking through collisions or over long durations was not addressed. In [21], Su et al. used a lens-free holographic imaging sensor to track the 3D swimming paths of sperm for 10 – 20 seconds in highly diluted sample preparations (less than $10^6$ sperm/mL). Their method requires a significant computational cost (greater than 2 hours of post-processing). In [22], Berezansky et al. applied mean shift and optical flow for sperm detection and tracked sperm cells, but the run time was significant and the method cannot detect non-moving sperm. In [23], Sorensen et al. studied multi-sperm tracking using both Kalman and particle filters.

None of the studies cited above has presented a systematic validation of the proposed sperm-tracking algorithm, and therefore it is difficult to assess and compare performances. However, methods for validating multi-target tracking algorithms have been in development since the 1970s. The recent work of Ristic et al. [24] summarizes these methods along with suggestions for consistent assessment of tracking algorithm performance. We have used the approach suggested in [24], known as the optimal subpattern assignment (OSPA) distance metric for labeled tracks, in assessing our algorithm’s performance.

D. Organization of the paper

This paper is organized as follows. In Section II we describe the basic sperm segmentation and spatiotemporal tracking algorithm, and show representative images that demonstrate its operation. We also describe key motility parameters (VCL, VSL, LIN, ALH, VAP, WOB, STR, and MAD) and how they are extracted. In Section III we describe results from applying the algorithm to human sperm samples. Section IV describes scenario modeling and algorithm validation. The Appendix summarizes implementation details of the JPDAF algorithm used for our experiments. Sperm tracking videos produced by our algorithm are available at http://vimeo.com/123584621.

II. METHODS

A block diagram of the algorithm is shown in Figure 1(a) (the implementation currently uses MATLAB). The input to the algorithm is a sequence of time-lapse images currently encoded either as an MP4 or AVI video file. The output of the algorithm is a database file containing the set of reconstructed swimming paths for each sperm tracked and corresponding values for a host of parameters of interest. These data are visualized as parameter scatter plots, trajectory path histories, and annotated movies.
A. Specimen collection and preparation

Human semen specimens for our study were collected and processed by the In-Vitro Fertilization laboratories at Penn Fertility Care in accordance with policies of the University of Pennsylvania. Each specimen was allowed to liquefy for 30–40 min at room temperature and was then washed in media. Washing separates sperm cells from seminal plasma and consists of three cycles of centrifugation. First, ≤ 3 mL of semen is layered onto a 1.0 mL preparation of density gradient media (0.9 mL PureSperm100, Spectrum Technologies and 0.1 mL Enhanced WG, modified human tubal fluid with HAS and Gentamicin, Conception Technologies) and is centrifuged for 20 min at 400 g. The pellet is resuspended in 2 mL Enhanced WG and centrifuged again for 5 min at 400 g. Lastly, the supernatant is discarded and the pellet is resuspended in 0.5 mL Enhanced WG and 5 µL is pipetted onto a 20 µm deep Vitrolife MicroCell chamber. A microscope stage warmer is used to regulate the temperature of each sample at 37°C during phase contrast imaging.

B. Sperm segmentation and localization

To identify and localize sperm cells automatically in phase contrast images, a custom-made image processing algorithm was used (it is currently written in MATLAB). Our laboratory video capture equipment records 640 × 480 pixel video frames at 15 frames per second (fps) at 200 × magnification (0.857 µm/pixel). In these images, each sperm head appears as a dark oval spot surrounded by a white horseshoe-shaped halo interrupted where the tail joins the head. To identify pixels belonging to sperm heads, we use an algorithm based on intensity thresholding combined with a sequence of image-enhancing pre-processing steps (see Figure 2(b)).

The algorithm first convolves successively the original image with an 11 × 11 pixel Gaussian filter (commensurate with the size of a sperm head) to reduce image noise and soften halo edge pixels. The Gaussian filter is applied 5 times, but the number of iterations can be controlled by the user. Spot-enhancement is achieved using a 9 × 9 pixel Laplacian-of-Gaussian (LoG) (“Mexican-hat”) filter to increase the contrast between the sperm head and its surrounding halo. Next, the spot-enhanced image is binarized using an intensity threshold calculated using Otsu’s method and multiplied by a user-specified weighting factor. This filtering is done for each frame separately to adapt to frame-to-frame variation in field illumination. To reduce spurious detections, the binarized image is morphologically eroded and dilated with a 5 × 5 and 3 × 3 diamond structuring element, respectively. Finally, groups of pixels are labeled assuming eight-connectivity, and any group having less than 5 pixels is considered a non-sperm particle and discarded. The centroid of each pixel group is calculated and regarded as a sperm position measurement.

Using this method, sperm cell detection accuracy is approximately 95% and false detection rate is less than 1% (estimates based on comparison with manual detection of sperm in five randomly chosen video frames). In total, the sperm segmentation algorithm has two parameters: the number of iterations of the convolution of the Gaussian kernel for low-pass filtering, and a user-specified weighting factor for the Otsu threshold on the de-noised data. These were set manually using a test video, and did not have to be readjusted for subsequent videos produced from the same microscope. A 1-minute long video at 15 fps (900 frames) is processed by this algorithm in 444.2 sec (≈ 2 frames/sec) using a 1.3 GHz processor.

1Since they are linear filters, the successive application of a Gaussian and LoG filter can be combined into a single filter stage to speed up processing.
Intel Core i5 processor with 4 GB 1600 MHz DDR3 RAM.

C. Multi-sperm tracking and data association

Nearly all commercial CASA instruments use a nearest neighbor (NN) tracking scheme in which the nearest measurement to a track is assumed to be correct. Alternatively, the global nearest neighbor (GNN) scheme finds the optimal assignment of measurements to tracks that minimizes the sum of the pair-wise distances [13]. Both NN and GNN assume perfect measurement association [15]. The multi-hypothesis tracker (MHT) and the JPDAF [15] are more sophisticated and the most well-known algorithms for multi-target tracking. Both use independent Kalman filters to estimate the state and covariance of each target tracked. The JPDAF uses only the measurements in the current frame to evaluate measurement-to-track correspondence, unlike the MHT which uses the entire past measurement history. The JPDAF is essentially an approximation of the MHT with a time depth of one frame. Choosing an algorithm is a trade-off between run-time and tracking accuracy. For rapid analysis of sperm sample motility, the MHT is likely to be more robust but less practical than the JPDAF since its memory requirements grow rapidly with increasing tracking duration and number of targets. In this study, we implemented a custom-made adaptation of the JPDAF algorithm in MATLAB.

In the JPDAF, each track is updated using a probability-weighted sum of all its validated measurements at the current time. Unlike the PDAF, which does not consider the existence of other targets, the JPDAF calculates the association probabilities jointly across all measurements and targets and involves identifying all feasible joint association events (i.e., all possible permutations of assignments of measurements to tracks or to clutter) – which is NP-hard [26], [27]. To speed up processing, we group collocated measurements and tracks into clusters, using Kusiak’s algorithm [28] which is then processed separately and independently by the JPDAF. Instead of identifying exhaustively all feasible joint association events required by the pure JPDAF, we use Cox’s adaptation [29] of Murty’s original method [13] to identify only the m-best (i.e., most highly probable) joint association events. Track clustering and m-best event ranking make the JPDAF practical for tracking sperm cells in near real-time.

Since sperm cells can exhibit abrupt maneuvers, each independent Kalman filter uses a continuous white noise acceleration (CWA) target motion model [13] with an adaptive process noise covariance. The process noise covariance is estimated over time using a fading memory filter [30], and allows the Kalman filter track covariance to “breathe” (i.e., increase during maneuvers and shrink during quiescent swimming). This dynamic process noise helps reconcile measurement-to-track association conflicts between sperm having different swimming speeds and patterns.

Additional details of the JPDAF implementation, including track management, are provided in the Appendix.

D. Calculation of motility parameters

We calculate eight standard sperm motility parameters defined in [6]: 1) Curvilinear velocity (VCL, µm/sec) is the sum of the distances between each measured sperm position divided by the analysis time, 2) Straight-line velocity (VSL, µm/sec) is the straight-line distance between the first and last sperm position divided by the analysis time, 3) Average path velocity (VAP, µm/sec) is the time-averaged velocity of a sperm head along its average path, 4) Linearity of forward progression (LIN = VSL/VCL, dimensionless) is the linearity of the curvilinear path, 5) Path wobble (WOB = VAP/VCL, dimensionless) is a measure of oscillation of the actual path about the average path, 6) Straightness (STR = VSL/VAP, dimensionless) is a measure of the linearity of the average path, 7) Amplitude of Lateral Head Displacement (ALH, µm) is the average distance of the sperm head from the average sperm-swimming path where the average path is calculated using a 5-point moving average, and 8) Mean angular displacement (MAD, degrees) is the time-averaged absolute value of the instantaneous turning angle of the sperm head along its curvilinear trajectory.

Motility parameters are calculated using the set of position measurements associated to a track over its entire track history and are made available as a database file for post-processing and cluster analysis. The first and last 5 points of the trajectory are discarded from analysis to prevent track initiation and track termination artifacts from corrupting the motility calculations. A 5-point moving average is used to low-pass filter noisy signals when plotting individual parameters vs. time. In population statistics, motility analysis is limited to 5 sec per sperm.2

Despite our microscopic video recording equipment being limited to a maximum frame rate of 15 fps, our algorithm is not constrained to operate only at 15 fps. In fact, we have successfully applied our algorithm to track sperm in a limited number of 60 fps videos provided during the initial stages of another sperm tracking research project. To process these videos with 4× higher frame rate, we did not need to make any algorithm parameter modifications except to specify the higher frame rate value. This algorithm robustness to video frame rate is attributed to the fact that the continuous white noise acceleration (CWA) target dynamics model used in the elemental Kalman filters of our tracker explicitly depends on the time period between consecutive video frames (see Eq. 3 and Eq. 4 in Appendix A).

E. Objective tracking evaluation using the OSPA metric

Evaluating the performance of a biological cell tracking algorithm is challenging because the ground-truth positions of real cells in each video frame are not known a-priori. The prevailing method to address this evaluation challenge is to apply a given tracking algorithm to synthetic image sequences or a set of synthetic detection sequences (bypassing the segmentation portion of the algorithm) where ground truth tracks are known. An objective metric such as the OSPA distance [24] can then be used to quantify performance in

2In general, track lengths are longer for slower sperm than for faster sperm which leave the field of view. To limit the impact of including a disproportionate number of data points belonging to slow moving sperm in population statistics, only measurements collected in the first 5 sec of each track are used.
terms of three tracking errors: (1) cardinality errors (having too few or too many estimated tracks versus ground truth tracks), (2) localization errors (root mean square spatial distance between OSPA-paired estimated and ground-truth tracks), and (3) labeling errors (track number assignment swaps).

In this paper, we evaluated the tracking algorithm by applying it to a set of synthetic measurement sequences representing four different scenarios having multiple simulated moving objects in a 500 µm² field-of-view. Imperfect image segmentation was simulated by applying isotropic white Gaussian measurement noise with 2 µm standard deviation to the ground-truth object positions, and each simulated object was detected with a probability of $P_D = 0.95$. Random detections due to over-segmentation were simulated by injecting Poisson distributed random detections with a spatial density of $10^{-5}/\mu m^2$. Synthetic measurement sequences were used as input into the JPDAF sperm tracking algorithm, to produce estimated trajectories over time in 100 Monte Carlo replications per scenario. The OSPA distance from ground-truth tracks was calculated using standard OSPA parameters ($p = 1$, $l = 25$ µm, and $c = 50$ µm).

Using the OSPA metric, we compare our JDPAF implementation to a simple nearest-neighbor (NN) association scheme used in standard CASA, a global nearest neighbor (GNN) scheme [13] representing a typical deterministic association algorithm, and the PDAF. The results of the comparison are presented in Section III.

III. RESULTS

In this section, we present sperm trajectories and motility analysis for sample populations and individual sperm cells obtained from real image sequences collected by a fertility clinic using the method described in Section II. We also present the results of an objective comparison of four different data association algorithms using synthetic detection sequences.

A. Motility analysis of sperm populations

In Figure 2 we present measured sperm motility parameters for motile sperm (i.e., sperm with mean VCL > 20 µm/sec) for two specimens collected from two different human subjects. Each motility parameter was measured continuously for each sperm tracked. Parameter mean and standard deviation of motility parameters are indicated in each scatter plot. Colorbar indicates relative density of data points, blue is low density and yellow is high density.

In Figure 2, we present measured sperm motility parameters for motile sperm for two specimens collected from different human subjects. Each motility parameter was measured continuously for each sperm tracked. Parameter mean and standard deviation of motility parameters are indicated in each scatter plot. Colorbar indicates relative density of data points, blue is low density and yellow is high density.

Manual analysis of the two specimens was performed by two fertility technicians following standard protocols. The technicians estimated an average sperm concentration of $36.75 \times 10^6$ sperm/mL with 92% motile sperm for specimen (a) and $18.25 \times 10^6$ sperm/mL with 97% motile sperm for specimen (b). In comparison, the automatic sperm tracker described in Section II estimated 93% (409 out of 440 total tracked) motile sperm for specimen (a) and 73% (202 motile sperm out of a total of 277 tracked) motile sperm for specimen (b). The collected parameters suggest that sperm in specimen (a) are slower than sperm in specimen (b). Specifically, the sperm in specimen (a) have a mean VCL of 60 µm/sec.
compared to 80 µm/sec in specimen (b). Average LIN and ALH were also lower for specimen (a) at 47% and 4.7 µm compared to specimen (b) at 51% and 5.7 µm, suggesting sperm in specimen (b) exhibit more vigorous flagellar beating than (a). The mean WOB for both specimens lie within 5% of each other, but the spread – represented by the standard deviation – of WOB values for specimen (b) is twice that of specimen (a). Likewise, the mean MAD for both two specimens lie within 1% of each other, but the spread of MAD values for specimen (b) is about 30% larger than specimen (a).

B. Analysis of sperm swimming transitions

The swimming patterns of individual sperm are known to change over time, but the significance of such transitions is not well understood. An advantage of an algorithm capable of tracking multiple sperm through collisions is the ability to collect long track histories (i.e., tens of seconds) which may reveal idiosyncrasies in individual swimming patterns. We demonstrate this capability in Figure 3, which shows trajectories and motility parameter time histories for two different sperm tracked in specimen (a) of Figure 2.

Specifically, Figure 3 shows the spatiotemporal track histories (2D position coordinates and time) of two different sperm having different swimming patterns and their corresponding motility parameters over time. The trajectory of the sperm in (a) takes place over 825 frames (55 sec) and shows initially movement in the negative X direction for the first 5 to 10 seconds and then movement in the positive Y direction for the last 45 seconds. Figure 3 (b-d) show that during the last 45 seconds there is a gradual but very marked decrease in velocity parameters VCL, VSL, and VAP, in flagellar beating parameter ALH, in average path straightness parameter STR, and in linearity of forward progression parameter LIN. In fact, VCL peaks at 80 µm/sec at approximately 18.5 sec, and then decreases to 10 µm/sec at 55 sec; a brief burst of swimming is evident at the 40 sec mark before the cell becomes nearly immotile.

Another example is given in Figure 3 (f). The trajectory of the sperm in (f) takes place over 225 frames (15 sec) and traces a clockwise circular arc with a radius of approximately 150 µm. Figure 3 (g-j) show that during this period the velocity parameter VCL is nearly sinusoidally modulated about 90 µm/sec with an amplitude of ≈ 10 µm/sec and a period of ≈ 2.1 sec. VAP and VSL are also nearly sinusoidally modulated between 40 and 50 µm/sec, average path straightness STR is relatively constant at a value of 0.85, and ALH oscillates between 6 and 9 µm. MAD is relatively constant at 90 deg.

C. Representative examples of multiple sperm tracking

Representative snapshots of the JPDAF described in this paper applied to multiple sperm tracking are shown in Figure 4 (a-d). Each snapshot is a 150 µm² intensity-inverted subregion of its original phase contrast video image frame. In each snapshot, red dots indicate raw position measurements for each sperm over an interval of 1 sec connected by a green line. Blue lines represent corresponding Kalman-filter estimated trajectories. The number next to each sperm is the track number. Red ellipsoids represent the 3-sigma predicted position estimation error covariance for each sperm, which is also the validation gate used in the JPDAF. The four snapshot sequences illustrate different aspects of the tracking algorithm.

Sequence A in Figure 4 shows three sperm of interest (track #34, #192, and #313) over a period of 25 frames (1.6 sec). Sperm #34 and #192 are immotile, but sperm #313 is motile and moving in close proximity to both, and passes between them. During this close proximity swimming, no tracking errors are incurred (i.e., all sperm maintain their original track number labels throughout the tracking).

Sequence B in Figure 4 shows successful tracking through a collision between motile sperm #221 and immotile sperm
#19 over a period of 25 frames. Despite complete occlusion of the two sperm at frame $t = 460$, the JPDAF maintains distinct tracks of both sperm. Track maintenance is possible because the predicted position of motile sperm #221 extends past the occlusion, enabling continuation of the track when the two sperm eventually separate.

Sequence C in Figure 4 shows a tracking failure involving two sperm over a period of 25 frames. In this sequence, sperm #40 is immotile and is struck directly by sperm #201 at $t = 360$. Between 360 $\leq t \leq 365$, pixels from both sperm are coalesced and incorrectly detected as a single sperm. During this time, both tracks compete for the single measurement and track #201 is not updated by any measurement and eventually terminated by $t = 365$. At $t = 375$, a new track is initiated on the motile sperm (#217, previously #201).

Sequence D in Figure 4 shows a single motile sperm (#34) exhibiting an abrupt acceleration over a period of 21 frames (approximately 1.4 sec). During this time, its validation gate expands and elongates in the direction of the jump, enabling the track to continue past its prediction, and demonstrating the advantage of using adaptive process noise.

### D. Comparison of Data Association Algorithms

Figure 5 compares four algorithms NN, GNN, PDA, and JPDA, applied to four different simulated scenarios. Each tracking algorithm was applied to four simulated multi-object tracking scenarios illustrated in Figure 5 (a-d). The performance of each algorithm over time was computed by averaging the OSPA distance between true and estimated tracks over 100 Monte Carlo replication Figure 5 (e-h). A higher mean OSPA distance means worse tracking performance.

Scenario A in Figure 5 (a) is a control scenario in which three well-separated objects move at constant velocity over a period of 9 sec (135 frames) and there are no collisions. The mean OSPA distance for each algorithm in this scenario is plotted in Figure 5 (e). As expected, all of the algorithms have a small and relatively constant mean OSPA vs. time. The GNN and JPDAF algorithms have the best performance, followed closely by NN and PDAF.

Scenario B in Figure 5 (b) is more challenging and involves three objects whose trajectories intersect. It is clear from Figure 5 (f) that until the targets cross the mean OSPA distance for all algorithms resembles that of the control scenario, after which it increases for all algorithms due to increased tracking errors. Of the four algorithms, JPDAF performs the best while PDA performs the worst, and NN is nearly three times worse than the JPDAF.

Scenario C in Figure 5 (c) involves three objects initially approaching each other, then moving in parallel with a minimum separation of 20 um, and eventually separating. Figure 5 (g) shows significantly increased tracking error for PDA and NN due to persistent measurement-to-track mis-association, while GNN and JPDAF tracking exhibit the smallest error.

Scenario D in Figure 5 (d) resembles Scenario C, except now the minimum separation distance is cut in half to 10 um. Figure 5 (h) shows, again, that PDA and NN perform the worst when the objects approach each other, and performance of the JPDAF and GNN have degraded compared to Scenario C. In fact, the reduced initial separation between targets resulted in early track swaps for JPDAF and GNN, signified by the higher mean OSPA distance values in the first 40 frames. In his scenario, GNN performed the best, followed by JPDAF.

The JPDAF and GNN algorithms consistently outperformed the NN and PDAF algorithms in all four simulated scenarios. For well-separated and parallel targets, JPDAF gave comparable performance to GNN. In the crossing target scenario, JDPAF outperformed all the other algorithms. Visual inspection of the videos collected for our sperm tracking experiments suggest that crossing sperm trajectories are far more common than parallel sperm trajectories. Our conclusion is therefore that the JPDAF appears to be the preferred algorithm for sperm tracking in our architecture (Figure 1).

### IV. Conclusion

We adapted the standard JPDAF to detect and track automatically the swimming paths of human sperm cells in

---

3In our implementation of the NN and GNN algorithms, a constant velocity motion model was used for target state prediction.
time-lapse microscopy image sequences of the kind collected routinely by a fertility clinic. Using this algorithm, we tracked automatically hundreds of human sperm and measured their dynamic swimming parameters over time, with minimal user intervention, and without sample dilution. Unlike existing computer assisted semen analysis (CASA) instruments, our algorithm has the capability to track sperm swimming in close proximity and during apparent cell-to-cell collisions. The use of our algorithm frees the clinician from having to rely on elaborate motility measurements obtained manually by technicians, speeds up semen processing, and can potentially provide patients, medical practitioners, and researchers with more pertinent data and information than are currently available.
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APPENDIX

A. Dynamic model for sperm tracking

The state of each sperm is defined by its 2D position and velocity at time (frame) \( k \) and its time evolution is approximated by a continuous white noise acceleration (CWNA) target model [13], given by

\[
x_{t}(k + 1) = F x_{t}(k) + w_{t}(k),
\]

where \( x_{t}(k) \) is the \( 4 \times 1 \) target \( t \) state vector at time \( k \) and \( w_{t}(k) \) is the \( 4 \times 1 \) zero mean random process noise vector. A measurement \( z_{t}(k) \) (target position plus noise) is obtained every \( T \) seconds given by

\[
z_{t}(k) = H x_{t}(k) + n_{t}(k),
\]

where \( n_{t}(k) \) is the \( 2 \times 1 \) zero mean stationary white position noise vector with covariance matrix \( N(k) \). The constant systems dynamics and measurement matrices \( F \) and \( H \) are given by

\[
F = \begin{bmatrix} I_{2} & I_{2}T \\ 0_{2} & I_{2} \end{bmatrix}, \quad H = \begin{bmatrix} I_{2} \\ 0_{2} \end{bmatrix},
\]

where \( I_{2} \) and \( 0_{2} \) are the \( 2 \times 2 \) identity and zero matrices, respectively. We assumed a stationary measurement noise covariance matrix \( N(k) = \sigma_{n}^{2} I_{2} \), with \( \sigma_{n} = 2 \mu m \). The process noise covariance matrix is initialized according to

\[
Q_{t}(0) = \begin{bmatrix} I_{2}T^{3}/3 & I_{2}T^{2}/2 \\ I_{2}T^{2}/2 & I_{2}T^{2} \end{bmatrix} \tilde{q}_{0},
\]

where \( \tilde{q}_{0} = 20 \mu m/\text{sec} \).
B. JPDAF for sperm tracking

This section closely follows the JPDAF notation developed in [27]. We denote the set of \( m \) sperm position measurements at frame \( k \) by \( Z(k) = \{ z(j)(k) \}_{j=1}^{m} \) and the set of all measurements up to and including frame \( k \) by \( Z^k = \{ Z(i) \}_{i=1}^{k} \). The predicted state, predicted covariance and predicted measurement of target \( t \) at time \( k \) are given respectively by

\[
\begin{align*}
\hat{x}_t(k|k-1) &= F \hat{x}_t(k-1|k-1), \\
P_t(k|k-1) &= FP_t(k-1|k-1)F^T + Q_t(k), \\
\hat{z}_t(k|k-1) &= H \hat{x}_t(k|k-1).
\end{align*}
\]

Here the index \( t_j \) denotes the target \( t \) to which measurement \( j \) is associated. To handle sperm maneuvers and adapt the measurement validation gate to sperm speed, we use a time-varying process noise covariance given by [30],

\[
Q_t(k) = c_1 Q_t(k-1) + c_2 \nu_t \hat{z}_t(k|k-1) + c_3 Q_t(0),
\]

where \( \nu_t = \hat{x}_t(k|k-1) - \hat{x}_t(k-1|k-1) \) and the fading memory coefficients \( c_1 + c_2 + c_3 = 1 \) (we used \( c_1 = 0.3 \), \( c_2 = 0.5 \), and \( c_3 = 0.2 \)). The residual \( \nu_{jt}(k) \) and residual covariance matrix \( S_{jt}(k) \) are given by

\[
\begin{align*}
\nu_{jt}(k) &= z_{jt}(k) - \hat{z}_{jt}(k|k-1), \\
S_{jt}(k) &= H P_{jt}(k|k-1) H^T + N(k).
\end{align*}
\]

In the JPDAF, the probability that measurement \( j \) is associated to track \( t \) is computed jointly across all targets. Calculating the association probabilities first requires finding the set of all feasible joint association events. A feasible joint event is an assignment of measurements to tracks or to clutter in which each track is assigned at most one or no measurements and no measurement is assigned to more than one track. The probability of the joint association event \( \theta(k) \) given all measurements up to and including time \( k \) can be written as

\[
P\{\theta(k)|Z^k\} = \frac{1}{c} \prod_{j=1}^{m} (\lambda^{-1} f_{jt}[z_{jt}(k)]) \tau_j(\theta)
\]

\[
\times \prod_{t=1}^{n} (P_{D}^t)^{\delta_t(\theta)} (1 - P_{D}^t)^{1-\delta_t(\theta)},
\]

where \( \tau_j(\theta) = 1 \) if measurement \( j \) is associated with any target in the event \( \theta \), and \( \delta_t(\theta) = 1 \) if target \( t \) is associated with any measurement in the event \( \theta \). Here, \( \lambda \) is the known spatial density of the Poisson distributed clutter (an algorithm design parameter), \( c \) is a normalizing constant. In (11), \( f_{jt}[z_{jt}(k)] \) is the Gaussian pdf with argument \( z_{jt}(k) \), mean \( \hat{z}_{jt}(k|k-1) \), and covariance \( S_{jt}(k) \), given by

\[
f_{jt}[z_{jt}(k)] = \frac{1}{2\pi S_{jt}(k)}|^{-1/2}\exp\left(-\frac{1}{2}z_{jt}(k)^T S_{jt}(k)^{-1} z_{jt}(k)\right).
\]

where \( d_{jt}(k)^2 \) is the normalized statistical distance between measurement \( j \) and track \( t \) given by

\[
d_{jt}(k)^2 = \nu_{jt}(k)^T S_{jt}(k)^{-1} \nu_{jt}(k).
\]

Under the assumption that the states of the targets conditioned on past measurements are mutually independent, the marginal association probability \( \beta_{jt}(k) \) that measurement \( j \) is associated to target \( t \) at time \( k \) is obtained by summing the probabilities of the joint events where this target-to-measurement association occurs. This can be written as

\[
\beta_{jt}(k) = \sum_{\theta} P\{\theta(k)|Z^k\} \omega_{jt}(\theta, k),
\]

where \( \omega_{jt}(\theta, k) = 1 \) if measurement \( j \) is associated with target \( t \) in event \( \theta(k) \) and equal to zero otherwise. The filter gain \( W_t(k) \), the probability-weighted combined residual \( \nu_t(k) \), and the updated target state \( \hat{x}_t(k) \) are given by

\[
W_t(k) = P_t(k|k-1) H^T S_t(k)^{-1},
\]

\[
\nu_t(k) = \sum_{j=1}^{m} \beta_{jt}(k) \nu_{jt}(k),
\]

\[
\hat{x}_t(k) = \hat{x}_t(k|k-1) + W_t(k) \nu_t(k).
\]

The pseudo-measurement \( \hat{z}_t(k) \) is the probability-weighted sum of the measurements used to update track \( t \), given by

\[
\hat{z}_t(k) = \nu_t(k) - \hat{z}_t(k|k-1).
\]

The updated target covariance matrix \( P_t(k|k) \) is then given by

\[
P_t(k|k) = \beta_{0t}(k) P_t(k|k-1) + [1 - \beta_{0t}(k)] P^c_t(k|k) + \tilde{P}_t(k),
\]

where \( \beta_{0t} \) is probability that target \( t \) is not associated with any measurement at time \( k \), \( P^c_t(k|k) \) is the covariance that would be obtained with no measurement origin uncertainty given by

\[
P^c_t(k|k) = P_t(k|k-1) - W_t(k) S_t(k) W_t(k)^T,
\]

and \( \tilde{P}_t(k) \) is the spread of the innovations given by

\[
\tilde{P}_t(k) = W_t \left[ \sum_{j=1}^{m} \beta_{jt}(k) \nu_{jt}(k)^T - \nu_t(k) \nu_t(k)^T \right] W_t^T.
\]

C. Track clustering

The computational load of the JPDAF can be reduced significantly if the entire set of targets and measurements can be divided into independent clusters. A cluster is a subset of tracks that co-validate one or more measurements. In our implementation, measurement \( j \) is validated by track \( t \) if it simultaneously satisfies position and velocity gating criteria. The position gate is satisfied if measurement \( j \) falls within the two-dimensional predicted position error ellipsoid defined by the filter-calculated residual covariance matrix \( S_{jt}(k) \), i.e., if \( d_{jt}(k)^2 \leq \gamma_p^2 \), and the velocity gate is satisfied if \( ||\nu_{jt}(k)||/T \leq \gamma_v \). We used \( \gamma_p^2 = 11.6183 \) (two degrees of freedom Chi-square cdf evaluated at an assumed gate probability of \( P_G = 0.997 \)) and \( \gamma_v = 300 \) µm/sec for the maximum sperm swimming speed. Applying these gates, the \( m \times n \) binary validation matrix \( A \) at time \( k \) is given by

\[
A(j, t, k) = \begin{cases} 
1, & \text{if track } t \text{ validates measurement } j \\
0, & \text{otherwise},
\end{cases}
\]
and by the corresponding matrix of pair-wise distances

\[ D(j, t, k) = \begin{cases} 
  d_{jk}^t(k), & \text{if track } j \text{ validates measurement } k \\
  \infty, & \text{otherwise.} 
\end{cases} \]

We used Kusiak’s algorithm [28] on \( A \) to identify distinct clusters and applied the JPDAF to each cluster independently.

D. Track initiation, continuation and termination

A tentative track is initiated on any measurement not belonging to a cluster, and a track is confirmed or deleted based on its track score. The track score \( \ell_t(k) \) for track \( t \) at time \( k \) is the running sum (over the total life of the track) of the log-likelihood ratio that the pseudo-measurement \( \tilde{z}_t(k) \) originated from track \( t \) rather than from clutter [13], given by:

\[ \ell_t(k) = \sum_{l=k_0^t}^k \ln(\lambda^{-1} f_l[\tilde{z}_t(l)]P^t_f), \]

where \( k_0^t \) is the time when the track \( t \) was created. Equation (23) can be expressed recursively as

\[ \ell_t(k) = \ell_t(k-1) + \Delta \ell_t(k), \]

where \( \Delta \ell_t(k) \) depends on whether or not a track is updated by a pseudo-measurement according to

\[ \Delta \ell_t(k) = \begin{cases} 
  \ln(1 - P^t_D), & \text{if track } t \text{ is not updated,} \\
  \ln(\lambda^{-1} f_l[\tilde{z}_t(k)]P^t_f), & \text{if track } t \text{ is updated.} 
\end{cases} \]

At the start of track life the score was initialized to \( \ell_t(k_0^t) = \ln(\lambda^{-1} \lambda_n) \) where \( \lambda_n \) is the expected number of measurements from new targets per unit area per scan of data [31]. A tentative track was promoted to a confirmed track at time \( k \) if \( \ell_t(k) > \eta_c \) and a confirmed track was deleted at time \( k \) if \( \ell_t(k) < \ell_t(k_m) < \eta_d \) where \( k_0^t \leq k_m \leq k \) is the index of the maximum score of track \( t \). The confirmation and deletion thresholds \( \eta_c \) and \( \eta_d \) are given by \( \eta_c = \ln(P_{DT}(1 - P_{CF})^{-1}) \) and \( \eta_d = \ln[(1 - P_{CF}(1 - P_{DT})) + \ln(\lambda^{-1} \lambda_n)] \) where \( P_{DT} \) is the probability of deleting a true track and \( P_{CF} \) is the probability of confirming a false track, which are both algorithm design parameters [13]. If the pair-wise distance between the state estimates of any two tracks is less than 0.01 \( \mu m \), then the track having the lower track score is deleted in order to eliminate redundant tracks.
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